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ABSTRACT

Foods are important things to human beings, especially for elderly and diabetics. Tradition nutrition
book is not the effective way for people to use and not cover all kind of foods. Most of the food nutrition in
the book focused on Western dishes not Asian dishes. This research proposed the new way to categorized food
dishes and estimate nutritional value using convolutional neural networks. In this busy world, one spends least
time and interest in eating healthy food and caring about our food and diet. This gradually is leading to
unhealthy food practices. To provide oneself with the information regarding the estimation of nutritional
values of the food consumed these networks are transferred into Raspberry-Pi 3B platform to simulate limited
resources and calculation power platform likes in a mobile phone. The image of food is captured by the
webcam, and it identifies th{; food category and ingredients in the food, and it is sent to Raspberry-Pi 3B where
CNNs categorize the food "di_shes and estimate the nutrition value and display it on the screen. In this the
diabetic patient whether to if the person is diabetic and trying to consume unhealthy food like (PIZZA) “This
food is not good for diabetic patient” is displayed and if he is consuming healthy food like (APPLE) “This
food is good for diabetic patient” is displayed. Coanlutional neural networks are used to determine the food
categories and estimate the nutritional value. CNN will take the pixel values of the image and it will compare

to approximate pixel values and detect. The networks-in Raspbeny Pi 3B produce good prediction accuracy
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CHAPTER - 1
INTRODUCTION TO FOOD CLASSIFICATION USING DEEP
LEARNING AND EMBEDDED

1.1 INTRODUCTION TO CONVOLUTION NEURAL NETWORK

Convolutional neural networks (CNNs) are widely used in pattern and image-recognition problems as
they have several advantages compared to other techniques. This white paper covers the basics of CNNs
including a description of the various layers used. CNNs are used in variety of areas, including image and
pattern recognition, speech, recognition, natural language processing, and video analysis. There are several
reasons that convolutional‘; neural networks are becoming important. In traditional models for pattern
recognition, feature extractors are hand designed. In CNNs, the weights of the convolutional layer being used
for feature extraction as well as the fully connected layer being used for classification are determined during
the training process. The improved network structures of CNNs lead to savings in memory requirements and
computation complexity requiréments and, at the same time, give better performance for applications where
the input has local correlation (e.g., image and speeeh) Large requirements of computational resources for
training and evaluation of CNNs are somenmes met by graphic processing units (GPUs), DSPs, or other silicon
architectures optimized for high throughput and low energy when executing the idea syncretic patterns of CNN
computation. In fact, advanced processors such as/mel'Rensrhcn Vision P5 DSP for Imaging and Computer
Vision from Cadence @e an almost ideal set-of computauon and memory resources requlred for running

CNNs at high efﬁcnenco,

A neural network f? ﬂaem of mtcrconnected artificial “neurons” that e;cehange messages between
each other. The connectlons hmf&mmenc welghts that are tuned dunng the trammg process, so that a properly
trained network will respond corr when presented with an 1mag30r pattem to recognize. The network
consists of multiple layers of feanue-detectgng ‘neurons”. Each layer has many neurons that respond to
different combinations of inputs from the previous layers. The layers are built up so that the first layer detects
a set of primitive patterns in the input, the C}gf hs det\loﬁ patterns of patterns, the third layer detects

s use

patterns of those patterns, and so on. Typlcal to 25 distinct layers of pattern recognition.




Layers of CNN

By stacking multiple and different layers in a CNN, complex architectures are built for classification
problems. Four types of layers are most common convolution layers, pooling/sub-sampling layers, non-linear

layers, and fully connected layers.
CNNs in Embedded Systems

To run CNNs on a power-constrained embedded system that supports image processing, it should fulfil

the following requirements.

Availability of high computational performance for a typical CNN implementation, billions of MACs
per second is the requiremept. Larger load/store bandwidth in the case of a fully connected layer used for
classification purpose, each coefficient gets used in multiplication only once. So, the load-store bandwidth
requirement is greater than the number of MACs performed by the processor. Low dynamic power requirement
the system should consume less power. To address this issue, fixed-point implementation is required, which
imposes the requirement of meeting the performance requirements using the minimum possible finite number

of bits. Flexibility it should be possible to easily upgrade the existi;ig design to new better performing design.
O

Since computatxonal mources are al%a,)'s a eonstramt m embedded systems, if the use case allows a
small degradation in performance it is helpful7 to- haver an algonthm that can achieve huge savings in
computational eomplegﬁ at the cost of a controlled small degradation in performance So, Cadence’s work
on an algorithm to achlgs compleXIty versus a performance trade off, as explamed in the previous section,

.~,‘

has great relevance. for entmg CNNs on embedded system: R

In the current age, peob [9 -more conscious about their food (and\dxet to avoid either upcoming or
existing diseases. Since people ar Idependent on smart technologies, provision of an application to
automatically monitor the individual’s dlet, helps in many aspects. It increases the awareness of people in their
food habits and diet. Over the last two decades, research has been focused on automatically recognizing the
food and their nutritional information. _fre{ Mgf Wﬁida'mg computer vision and machine learning
techniques. In order to properly assess dietary intake, accurate estimation of calorie value of food is of
paramount importance. A majority of the people are over eating and not being active enough. Given how busy
and stressed people are today, it’s effortless to forget to keep track of the food that they eat. This only increases

the importance of proper classification of food.



Some of the methods currently in use for dietary assessment involve self-reporting and manually
recorded instruments. The issue with such methods of assessment is that the evaluation of calorie consumption
by a participant is prone to bias i.e. underestimating and under reporting of food intake. In order to increase
the accuracy and reduce the bias, enhancements to the current methods are required. One such potential
solution is a mobile cloud computing system, which makes use of devices such as smartphones to capture
dietary and calorie information. The next step is to automatically analyse the dietary and calorie information
employing the computing capacity of the cloud for an objective assessment. However, users still have to enter
the information manually. Over the last few years, plenty of research and development efforts have been made

in the field of visual-based dietary and calorie information analysis. However, the efficient extraction of

information from food images remains a challenging issue.

Convolutional neural}létworks (CNNs) are widely used in pattern and image-recognition problems as
they have a number of advantages compared to other techniques. This white paper covers the basics of CNNs
including a description of t};e' various layers used. We outline the challenges of using CNNs in embedded
systems and introduce the ke3-/ characteristics of the Cadence Tensilica Vision P5 digital signal processor

(DSP) for Imaging and Computer Vision and software that make it Lso suitable for CNN applications across

many imaging and related recogmtlon tasksa $
. R D) o ~
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4. Video analysis ~
5. Signal processing i)
6. Face detection

7. Natural object classification - In S t 1§ tL‘te

8. Image processing



1.3 OBJECTIVE

An effort has been made to classify the images of food for further diet monitoring applications using
convolutional neural networks (CNNs). Since the CNNs are capable of handling a large amount of data and
can estimate the features automatically, they have been utilized for the task of food classification.
Convolutional neural networks (CNNs) are widely used in pattern and image-recognition problems as they
have a number of advantages compared to other techniques. It covers the basics of CNNs including a
description of the various layers used. The device will capture the image of the food and it identifies the food

category and ingredients in the food and estimate the food nutritional value and display it on the screen.
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CHAPTER -2

LITERATURE SURVEY
.1 LITERATURE SURVEY

ood Image Recognition by Using Convolutional Neural Networks (CNNs) Yuzhen Lu

Food image recognition is one of the promising applications of visual object recognition in computer
ision. In this study, a small-scale dataset consisting of 5822 images of ten categories and a five layer CNN
vas constructed to recognize these images. The bag-of-features (BoF) model coupled with support vector
nachine (SVM) was first eyaluated for image classification, resulting in an overall accuracy of 56% while the
NN model performed much better with an overall accuracy of 74%. Data augmentation techniques based on
seometric transformation w"ere applied to increase the size of training images, which achieved a significantly
mproved accuracy of more than 90% while preventing the overfitting issue that occurred to the CNN based

on raw training data.

A Framework to Estimate the Nutritional Value of Food in Real Time Using Deep Learning Techniques

Raza Yunus* , Omar Arif+ , Hammad Afzal* , Muhammad F aisal Amjad* , Haider Abbas.
'f)

There has been a rapld increase in dlé@ry ailments durmg last few decades, caused by unhealthy food
routine. Mobile-based dietary assessment systems7~ that, can record real time images of meal and analyse it for
nutritional content can&very handy and improve the dxetary habits, and therefore, result in healthy life. This
paper proposes a nove@tem to automatically estimate food attributes such as 1ngred1ents and nutritional
value by classifying the‘!@t image of food. Our method employs different deep learmng models for accurate
food identification. In addi to-image analysis, attributes and mgredlents ‘are estimated by extracting
semantically related words fromq e .corpus of text, collected over the Intpmet We performed experiments
with a dataset comprising 100 classes, averagmg 1000 images for eacﬁclass to acquire top classification rate

of up to 85 percent.

Calorie Detection of Food Image Based n Algorithn™
s ansHittive
International Research Journal of Engineering and Technology (IRJET) Volume 07 , Issue 12, Dec
2020.

The paper designs a prototype system supported the client server model. The client sends a picture
detection request and processes it on the server side. The prototype system is meant with three main software

components, including a pre-trained S odel tr}ming module for classification purposes, a text data




raining module for attribute estimation models, and a server side module. We experimented with a spread of

food categories, each containing thousands of images, and through machine learning training to realize higher

-lassification accuracy.
Image Based Food Classification and Volume Estimation for Dietary Assessment

Frank Po Wen Lo (Student Member, IEEE), Yingnan Sun (Student Member, IEEE), Benny Lo (Senior
Member, IEEE) are the authors.

They worked on how this study provides an overview of computing algorithms, mathematical models
and methodologies used in the field of image-based dietary assessment. It also provides a comprehensive
comparison of the state of art approaches in food recognition and volume/weight estimation in terms of their
processing speed, model accuracy, efficiency and constraints. It will be followed by a discussion on deep
leaming method and its emoimcy in dietary assessment.-After a comprehensive exploration, we found that
integrated dietary assessment systems combining with different approaches could be the potential solution to

tackling the challenges in accurate dietary intake assessment.
Effectiveness of Food Portion Size Estimation Aids for Diet Assessment

Vidisha Sharma (PhD Scholar), Ravmder O@adha (Assocxate Professor) are the authors.

/

The work they: dld lS a total of 1355 reco’r;l; werc {)btamed through initial search, of which 27 were
included in quahtatlve anthesxs Three categones of PSEAs were identified 2-dimensional, 3-dimensional,
and technological alds* wo dimensional aids (n 9) were the most often evaluated PSEA followed by
technological aids- (n=8).’_Aspects like type of food item, its shape and food PS (small vs. large) were
recognized as mﬂuencers o%esnmates Trammg unproved the PS estxmatlonsaccuracy
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CHAPTER - 3
ANALYSIS

3l EXISTING SYSTEM

Estimation of food categories and calories for food photos. Since there exists strong correlation

between food categories and calories in general, we expect that simultaneous training of both brings

performance boosting compared to independent single training.

3.2 PROPOSED SYSTEM

The system can detect food items and give the complete nutritional values and added a feature which
facilitates in recognition of diabetic friendly food and also gives an alert if excess of food is consumed by a
healthy person which is not br’esent in existing systems. But the proposed system has a drawback that it cannot
detect the food items which are shapeless like liquids. In this system, the device will capture the image of the
food and it identifies the food category and ingredients in the food and display it on the screen. To disseminate
the nutritional values of foods by capturing the image of the food dish. Convolutional neural networks are
used to determine the food categones and esumate the nutritional value. CNN will take the pixel values of the
image and it will compare to apprommate plxel values and detect. The first step in tracking calorie intake using
images is to 1dcnt1fy the food being consotfmed The dlfﬁculty arises when one considers the various
assortments of cuxsmes and dishes that exist in thg real: w9rld Given the size and vanety of the food items in
the dataset, this has pmﬁn to be quite a formidable task. The use of neural networks seems to be better to deal
with the issue of scalm@manly because of their ability to learn patterns that are not]mearly separable, along
with the concepts of dea g with other factors such as noise in the images. Calonﬁc Value Estimation the
remaining task after the prot;(gof classnﬁcatlon is mapping the food names to a calorlﬁc value. This can be
achieved relatively easily by scrap e web for the average calorie value of food items per unit weight. The
average calorie values are considered for the dlfferent classes of food per 100g of serving. The CNN offers a
cutting edge strategy for image recogn_mon It is a multi-layer neural organization, whose neurons take little
fixes of the past layer as information. It is thearty against llttlg,“moves and revolutions. A CNN framework
includes g convolution layer and a pooling !ﬂgm;ﬂ%\é) lhyer In the convolution layer, not at all like for
gcneral completely associated neural orgamzatlons weights can be considered as n x (n < input size) channels.
Each information convolves these channels. Each layer has numerous channels that create various yields. For
e 'Mmage recognition task, the various highlights are separated by these channels. The channels are regularly
“h (conv°l“t‘°n) parts. The pooling layer delivers the yields by actuation over rectangular areas.There are

a few
actuation strategies, for example, maximum and average activation.




the CNN's yields more invariant with regard to position. A commonplace CNN contains

This makes
volution and pooling layers, with a completely associated layer to create the eventual outcome of

o Co:hng In image recognition, every unit of the last layer shows the class likelihood. A CNN has hyper
Undc'; that incorporate the quantity of centre layers, the size of the convolution parts, and the dynamic
o Due to lack of knowledge on what we are eating, we are developing health issues like increase in
capaC‘:l:;l which in turn leads to many other health complications like heart attacks, obesity etc. the old
fast::ned pOSSIble way of getting to know the nutritious value of the food being consumed is first, having the
Lnowledge about the ingredients used in the food and then searching about their nutritional values in the
raditional nutritional book which is a tedious process and given now-a -days scenario , no one would opt to
follow this procedure. Aim of this research is to develop the way to extract food information from food dish
images. First the Convolutional neural networks are used to determine the food categories and estimate the

nutritional value and display-the output.
33 ADVANTAGES
+ Ifany person is allergic to any ingredient so we can avoid it.

* Helps aged people in deciding the proper diet food by classification in our project.
® o]
Q
+ Very High accuracy in.image recognition problems.
D ? 3 ¥
PR
. Automatically dctects the important features without any human supervision.

* Weight shanng.o_

The main advantag'é)of CNN compared to its predecessors is that it automahcally detects the important
features without any h;(lgn supervision. )

~

CNN is also computationally efﬁcient. O

34DISADVANTAGES

£ &=
Someum%, it may not identify the f[:&ﬁg‘éa&‘a&d%g‘éﬂ% of the food because of image clarity.

One of many challenges in the field of computer vision is to deal with the variance in the data present
in the world,

CNN do not encode the position and orientation of object.

Lack of gl .
S Of ability to be spatially invariant to the input data.
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CHAPTER - 4
SYSTEM ARCHITECTURE
4.1 Block diagram
RPS
CAMERA MonitOT
(USB) ::) = display
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fig 4.2 user application-based flowchart of food classification
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cori T

required for this project can be classified into two broad categories.

AV
i maid tools

ot
require™e”
ot

i nt
: quireme
JSof sing some StepS for the execution of code
are
Here %

Pt CoPer”

using the plxel values of the image we will compare to the appropriate value.

g the image by using the Camera.

§TEP2:BY

ages to the database.
sTEP3’L°admc training im 8

TEp4: CNN has 3 layers convolution layer, pooling layer, and fully connected layer.
S * |

§TEP 5: In layers the image}f the pixels will reduce and in the fully connected layers they have different
podes connected to each nodés and gives uglhc best probability to ‘,ﬁ_nd the output.
s o ye
STEP 6: The pmmetem like: ,proteins, fats, %@'bohydrates calorfés which gives us the output of our image.
%

STEP 7: The output is <'11‘s‘piayed on the monitor whxch‘ prov1des the estimation values of calories, proteins,
f carbohydrates % _ & ‘
':\&:'3: N, ©

U4SOFTWARE leQ%EMENTS

Here are the software requlrement{ 6 /-
*Rasphian O
*Python

{4IRASPBIAN O > .Ihsti’r“ ﬁr_\

) Respberry pi OS (formerly Raspbian) is a Debian-based operating system for Raspberry Pi. Since
115t g gy

R‘%ﬂry

. officially provided by the Raspberry-Pi Foundation as the primary operating system for the
Hfamily of compact single-board computers.

W0 P i OS (formerly Raspbian)

Debiansbaséd operating system for Raspberry-Pi. Since
officially provided by the Raspberry-Pi Fo n}!aflon as the primary operating system for the

K) ocv"' ‘“t‘“ eal\o® i
W ot
\t’il{ : ‘

\mu\ae)

()
i (ent (\’3\ \\\\\ \;‘I)l
ey Ve e ,...u
) Ay




pbdﬂ‘ﬁ family of compact single-board computers. The first version of Raspbian was created by Mike
mpson and Peter Green as an independent project. The initial build was completed in June 2012.

Raspberry-Pi OS is ghly optimized for the Raspberry-Pi line of compact single-board computers with
\{ CPUs. It runs on every Raspberry-Pi except the Pico microcontroller. Raspberry-Pi OS uses a modified
DE as its desktop environment with the open box stacking window manager, along with a unique theme.

: “ARD\VARE REQUIREMENTS
crating System: Windows 7/ Windows 8
aware Setup: Python 3.7.6

chnology: Python.org

¢ are the Hardware components.

+ Raspberry PI3 B
» Micro SD card

» Monitor display

oty

* Regulated power supply
+ Camera (USB) P I
5.1 Rnspberry-l?m

Raspberry-Pi 3b hgy was released in February 2016 witha 1.2 GHz, 64-b1( quad core ARM Cortex-

A53 processor, on-board SO%yl-Fx, Bluetooth and USB boot capabllmes
\

The Raspberry-Pi 3B Mod fs the third generation Raspbcﬁ-l’l. This powerful credit-card sized
single board computer can be used for miny applications and super seeds the original Raspberry-Pi Model B+

and Raspberry-Pi 2B Model. Whilst main e popular board format the Raspberry-Pi 3B Model brings
\ﬂl)sm&lﬁmpn Raspberry-Pi. Additionally it adds wireless

LAN & Bluetooth connectivity making it the ideal solution for powerful connected designs.

you a more powerful processer, 10x faster
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4.5.2 Micro SD card 'k o@‘

Micro Card may support \fa'riox{s combinations of the following"\l;ﬁs types and transfer modes. The SPI
bus mode and one-bit SD bus mode are mandatory for all SD families, as explained in the next section. Once

the host device and the SD card negotiéfe' bus interface mode, the usage of the numbered pins is the same
forall card sjzeg, e n S t E t1 “;,:

SPI bus mode Serial Peripheral Interface. Bus is primarily used by embedded microcontrollers. This

bus type Supports onl

: y a 3.3-volt interface. This is the only bus type that does not require a host license. All

D .
s:ds SUPPort this mode. UHS-I and UHS-II require this bus type two differential lines SD UHS-II mode:
tw S . . y } )
i k low.vomge differential interfaces to transfer comlwds and data. UHS-II cards include this interface
1

n additi
N On {o the Sp bus modes. The physical i te\\t i§_cs 9 pins, except that the mini SD card adds
D

€ COI
N~

0 uMo
Nnec! o . 3 : ;
ted pins in the centre and the ge cahd omits one of the two VSS (Ground) pins.
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453 Monitor display

A display monitor is an electronic device used to display video output from computers. Display

monitors are used in many computer devices, ranging from personal computers (PC) and laptops to small
handheld mobile devices, like cell phones and MP3 players,

fig 4.5.3 Monitor

4.5.4 Regulated power supply

Regulated power supply in new smart substations and retrofitted unattended substations of power
systems, some smart-monitoring technologxes;hke helicopters, drones robots, etc., equipped with cameras, take
high-definition videos and infrared thermal 1mag’e$,to ach1eve ¢fficient and rapid substation inspection. These
massive media data sg.ms provide a database for the image-based methods for power equipment state
recognition. However, &to the particularity of the power equipment itself and the operatmg environment, it
is not reasonable to use théobject recognition in computer vision field to power equlpment directly. In this way,
it is of great 51gmﬁcance to p {j,pose a method applicable to power edge i xmage recognition. There are now

mainly two kinds of objec tion in power systems: manual feature extraction-based method and
dutomatic feature extraction-based metﬁod ?

Based on deep learning, automatic feature extraction-based method can effectively reduce the deviation

of the model, and has higher accuracy be:zse of the large volume of data used and deep feature extraction.

Based on the infrared images, a two stage gug‘ent tra}lsfonner fault location is proposed.

\/\ ‘5\‘:3"

~ ,\\t\\\ \(,\\"

/ "\ \\\\\ \\\,3

(\ “a‘ (\\‘
[
\\"6\\'0“\ \'““ \s\““s
a LARA AR Y

N\ o 3\\“\\ \3\
15 <\“" AW




_—— e i

4 5 5 Camera (USB)
USB Cameras are imaging cameras that use USB 2.0 or USB 3.0 technology to transfer image data. A
m is a camera that connects to a computer, usually through plugging it in to a USB port on the

USB webca

machin€. USB3 Vision cameras are an excellent tool for a variety of applications. Especially their bandwidth

that offectively closes the speed gap between Camera Link and GigE interfaces, their simple plug and play

functionality and their Vision Standard compliance make them suitable for industrial applications. In addition,

the USB 3.0 is perfectly tailored for the latest gencration of CMOS sensors, with the architecture and

pandwidth t0 take advantage of all that new technology has to offer.
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CHAPTER -5
MODULE DESCRIPTION

N NEURAL NETWORK

1 coNvoleo

olutional neural networks (CNNs) are widely used in pattern and image-recognition problems as
onV

C o of advantages compared to other techniques. This white paper covers the basics of CNNs
a

they have

f the various layers used.
. a description ©
including

A neural network is a system of interconnected artificial “neurons” that exchange messages between

her. The connections have numeric weights that are tuned during the training process, so that a properly
each othet: ‘ ; A :

- od network will respond correctly when presented with an image or pattern to recognize. The network
train 2

consists O
combinations of inputs from the previous layer. By stacking multiple and different layers in a CNN,

¢ multiple layers of feature-detecting “neurons”. Each layer has many neurons that respond to

different :
complex architectures are built for classification problems. Four types of layers are most common convolution

Jayers, pooling/subsampling lé‘yers, non-linear layers, and fully connected layers.

Neural networks are msplred by b16Tog1cal neural systems' The basic computational unit of the brain

is a neuron and they are, connected with synagses Compares a blologlcal neuron with a basic mathematical

PaSUN /) o
model. g “\_ N 7hy ) (B\ﬂ -
iy \ -
\ -l >
W X0 wo
M\ axon from a synapse
Gy e &
R dendrte ~
N b cell body I(Znunb ‘\'\.'l
: Wi X) an x+b f <h j.‘.:.\
! I - ’ /’
w2 X2 output axon

activation
function

fig 5:1 Mathematical model of neuron

In a real animal neural system, a.neuron is perceived to be receiving input signals from its dendrites
and
Producing output signals along its axonﬁ})e on b:anches “out and connects via synapses to dendrites of
0lherneur°ns g‘&
When the combination of input signals reaches some threshold condition among its input dendrites,
the neyry ;
I8 triggered and its activation is communicated to successor neurons.
In the
el feural network computational model, the signals that travel along the axons (e.g.()
mutj
. Plicand- timely (e.g., wO0x0) with t dendn}Qpﬂhe other neuron based on the synaptic strength

SYnaps
T : ¢ (e.g, wo). Synaptic weights ake lea mwmrol the influence of one neuron or another.
S carry the signal to the cell

—

Y, re lhey all are summed. If the final sum is
artmen

L . .
\\W.Hn\ﬂaz( Electronies l.M § Techuciosy:

Yidyn J\“ e cubad-




scified threshold, the neuron fires, sending a spike along its axon. In the computational mode]. it
o8 2
abo\e

od that the precise timings of the firing do not matter and only the frequency of the firing
o assum ; ; ; .
s & s information. Based on the rate code Interpretation, the firing rate of the neuron is modelled
com™

sctivation function f that represents the frequency of the spikes along the axon. A common
with an

3 of activation function is sigmoid. In summary, each neuron calculates the dot product of inputs
choic

Jweights adds the bias, and applies non-linearity as a trigger function (for example, following a sigmoid
an
espanse function).

A CNN is a special case of the neural network described above. A CNN consists of one or more

convolutional 1ayers, often with a subsampling layer, which are followed by one or more fully connected

Jayers as in @ standard neural network. The design of a CNN is motivated by the discovery of a visual

mechanism, the visual cortex, in the brain. The visual cortex contains a lot of cells that are responsible for

detecting light in small, overlapping sub-regions of the visual field, which are called receptive fields. These
cells act as local filters over.'tlle nput space, and the more complex cells have larger receptive fields. The
convolution layer in a CNN:performs the function that is performed by the cells in the visual cortex. A
typical CNN for recognizirig' traffic signs_.__,Each feature of a layg__r receives inputs from a set of features

located in @ small neighbourhood in the p%&ious layer called q;focal receptive field. With local receptive

fields, features can exﬁ:zi(,:t_ elementary visuﬁ‘)ft}g/thres, sugkh\-:iis oriented edges, end-points, corners, etc.,
6 ".l b . rouan v

which are then com:bmed by the higher layers. ‘roug

In the tradiﬁor@nbde] of pattern/image recognition, a hand-designed _fe,at'ure extractor gathers

relevant infonnati"i)n‘.fxpé-tﬁe* input and eliminates irrelevant variabilities. The,,§§(tractor is followed by a
. oo SARER\ A : : o L
trainable classifier, q_gt‘ap‘ ard/meural network that classifies feature vectors nto'classes.
k.- ' O™,

In a CNN, convolutiﬁn%.fpff[play the role of feature extract,g'r'." But they are not hand designed.

Convolution filter kernel weights are decided on as part of the traix(i'{xl\g process. Convolutional layers are

able to extract the local features because they restrict the receptive fields of the hidden layers to be local.

3132 2Bx28x108
. 5x5 Filter p1v]

convolutions  subsampling convolutions

14x14x108

10x10x200 2:5tage FC
$X5x200 full connection

wl

e gy

43 neurons
OUTPUY

NFIER -

fig 5.1 Typical block diagram of CNN \/\ ot
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are used in variety of areas, including image and pattern recognition, speech recognition,
CNNs

ge processing, and video analysis. There are a number of reasons that convolutional neural
Janguad
atufal

pecoming important. In traditional models for pattern recognition, feature extractors are hand
orks are
networ

In CNNs, the weights of the convolutional layer being used for feature extraction as well as the

. n 4

gned: < ) : o ;

desig cted layer being used for classification are determined during the training process. The improved
ly conn® ;- , ; .

fully . structures of CNNs lead to savings in memory requirements and computation complexity

network

Jirements and, at the same time, give better performance for applications where the input has local
::Tclation (e.g., image and speech). Large requirements of computational resources for training and
evaluation of CNNs are sometimes met by graphic processing units (GPUs), DSPs, or other silicon
architectures optimized fora high throughput and low energy when executing the idiosyncratic patterns of
CNN computation. In fact, advanced processors such as the Tensilica Vision P5 DSP for Imaging and

Computer Vision from Cadence have an almost ideal set of computation and memory resources required for
running CNNs at high efficiency.

In pattern and image recognition applications; the best possible correct detection rates (CDRs) have
been achieved using CNNs. For example, GNNs have achieved a _QDR 0f99.77% using the MNIST database
of handwritten digits, a CDR of 97.47%._%}1’h the NORB datasgeitjof 3D objects, and a CDR of 97.6% on
~5600 images of n'iql'"c,t\ha_n 10 objects. CISNs7nqt onl\); \gix'w_é the best performance compared to other
detection algorithms, gy\éVen outperform vhuman,soihl%ases such as classifying o-bjccts into fine-grained
categories such as the paiticular breed of dog or species of bird. ®)

(

A typical, ylél)tm%gonthm pipeline, which consists of four stages: _é;é-processing the image,
detecting regions of i}iti_a_r_ ROI) that contain likely objects, object recognition, and vision decision
making. The pre-processiliggstg usually dependent on the details_.._of‘ ﬁ]ginput, especially the camera
system, and is often implemenié’d in al pa}dwired unit outside the visi?a’;tiisubsystem. The decision making at
the end of pipeline typically operates on-i'e;cog‘nized objects—It may make complex decisions, but it operates

on much less data, so these decisions are 'nzt usually computationally hard or memory intensive problems.

; e ; : TR R 5 :
The big challenge is in the object detection gr%dp Jrgﬁ_o‘n. stages, where CNN’s are now having a wide
impact, ’ :
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RO! Selection Precise Decision

o Nobse ' * Object detection * Object recognition * Motion analysis

+ Colorspace * Background * Tradking - + Matchino match
conversion subbraction * Feature matching * Flag events

+ Image scaling * Feature extraction * Gesture fecognition

* « Gaussian pyramid * Image segmentation

i 5 R (S componst

?-.-*"‘
Image Processing Image Processing and CNN Vision and Control Processing

) T T

fig 5.1 Vision algorithm pipeline

5.2 Layers of CNN Structure

Four types of layers are most commonly used

1. Convolution

2. Pooling
g
3. Dense layers ™
= y Ve .
4. Fully connected layers o,)) =
6 \ Lhr
fc_3 fc_4
Fully-Connected Fully-Connected
A0y —— Neural Network Neural Network
2 A RelU activation ]
(5 x 5) kernel (S x 5) kernel ——
Max-Pooling X Max-Pooling
valid padding (2x2) valid padding (2x2) ::::oul)

: 0 01
'0_.,02

meyuY n1 channels n1 channels n2channels  n2channels 3 \‘ 9
(Bx28x1) (24 x24 xn1) (12x12xn1) (8x8xn2) (4x4xn2) ‘/

Fig 5.2 layers of CNN
\\/x 2
arime cal X “U‘L\\\:ll’

N uk e u\\““"
pead O and € o
\ ol \‘.\“"N:‘.\:\\u\t of 1¢ 1\;‘“
0 1 A0 e\l
’“\‘“ﬂm\\\\\\" )\:;\mér.v \r.\\)':'\)‘)0
20 : )}




r S

olution operation extracts different features of the input. The first convolution layer extracs

con ; . '
res like edges, lines, and comers. Higher-level layers extract higher-level featyres, Ilustrates
lo“,_wve (3D <o nvolution used in CNNs. The input is of sjze N X N x D and is convolveq with H kernels
s 0 s

luti i '
(hﬁproc _yxkx D separately. Convolution of an Input with one kerne] produces one output feature, and
siZ : y
pof i indep endently produces H features. Starting from top-left corner of the input, each kerne] is
eme . ¢ .
with eft o right, one element at a time. Once the top-right corner is reached, the kerne] is moved one
m . = .
4 downward direction, and again the kernel is moved from Jeft to right, one element at a time, This
{1

cated until the kernel reaches the bottom-right corner.

oV
eleme?
proces is Tep
for the case when N = 32 and k = 5 , there are 28 unique positions from left to right and 28 unique
ions from 10 to bottom-that the kernel can take. Corresponding to these positions, each feature in the
ot vill contain 28x28 (i_.e., (N-k+1) x (N-k+1)) elements. For each position of the kernel in a sliding
indow process, K X k x D:elements of input and k x k x D elements of kernel are element-by- element
multiplied and accumulated. So to create one element of one output feature, k x k x D multiply-accumulate
operations are required.

-

Input Feature Map Convolution Output

Convolution between k x k x D kernel
and region of input feature map

N = input height and width
k= kemel height and width
D = input depth

fig 5.1.1 Pictorial representation of convolution process
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g/g,._;bsampling layer reduces the resolution of the features. It makes the features robust
lin :

The . distortion. There are two ways to do pooling: max pooling and average pooling. In both
ise an

qainst 10iS€ .« divided into non-overlapping two-dimensional spaces. Layer 2 is the pooling layer. Each
C;s&. in fltzlgx28 and is divided into 14x14 regions of size 2x2. For average pooling, the average of the
input tul'c ‘Sme region are calculated. For max pooling, the maximum value of the four values is selected
four values ::s the pooling process further. The input is of size 4x4. For 2x2 subsampling, a 4x4 image is
and clﬂb.":: Nan on-overlapping matrices of size 2x2. In the case of max pooling, the maximum value of the
di\idejl:;s in the 2x2 matrix is the output. In case of average pooling, the average of the four values is the
four V

please note that for the output with index (2,2), the result of averaging is a fraction that has been
out‘pulo |

unded to nearest integer. |
2118 |8 |12
1211919 | 7
8 10| 4
1811219 |10
1519 21112
12| 7 18(10
Average Pooling Max Pooling
o .

& ‘ﬁg.sgzﬁpiétorial representation of max pooling and a\}\e:fége pooling

o%l (»

Fully connected Jayers

Fully connected layers are often use'{ ¢ final layersof a CNN. These layers mathematically sum a
"8ting of the previoys layer of features, indicating the precise mix of “ingredients” to determine a specific

et oupy result. In case of a fully connected layer, all the elements of all the features of the previous layer

2etused ;

LIM"‘ the calculation of each element of each output feature. It explains the fully connected layer L. Layer
two fmmrm,

: each of which is 2x2, i.e., has four elements. Layer L has two features, each having a
sln'glcdemM 4
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M dnpiation and

mulation

fig 5.1.3 Processing of a fully connected layer

Non- linear Layers

Neural networks in general and CNNs in particular rely on a non-linear “trigger” function to signal distinct
identification of likely features-on each hi(fgen layer. CNNs may.use a variety of specific functions such as

rectified linear units (ReLLUs) and continuousirigger (non-linear) functions to efficiently implement this non-
) ) /) e
linear triggering.  © F, Ara

ReLU <N

s’

AReLU 1mpleme6§ the function y = max(x, 0), so the input and output sizés‘of this layer are the same.
Itincreases the nonlim;,'ar propérties of the decision function and of the overall nétWork without affecting the
receptive fields of the convolution er. In comparison to the other non-lih‘éa'r’f:unctions used in CNNs (e.g.,
hyperbolic tangent, absolute of hyper%{)lic tangent, and sigmoid), the a'ii:\:'antage of a ReLU is that the network

rains many times faster. Rel U functionality with its transfer function plotted above the arrow.

Transfer Function
15 (20 |10 | 35 15 |20 |0 |3 ]
18 |-110|25 100 [ 00 18 |0 |25 [100
20 |15 |25 | -10 _ 20 0 l2'.5 0
0|75 |18 |23 101 |75 |18 | 23 o
] \/\
\ \
fig 5.1.4 Pictorial of RELU functionality W~
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pixels of image
fed as input
LOM nodes 1,004 nodes 512 nodes 1 nodes
e > [N S Healthy tooth
— :(,“\~ ‘{
m e b — : ::. S Moderate PCT
HE‘"“ ...... . @R @ @ @ v
oo R (-0 22X S 2 O
from LA40ALE20 srginaly) 33 koemal sire 220

Midden Layer Output Layer

Feature extraction (VGG-19) Fully connected danse layers+drop out Softmax

classification
B 5
fig 5.2 Uayersiof CNN
The large am(g‘n;-,‘of data-collected by the tools for food quality and safety evaluation can be
successfully procés:d &'CNN If suppose a picture with a dog and a grass background so if we provide this
image to a deep learning diehitecture it will classify as a dog. o~

They are a kind of Aeepﬁlguml network which were designed. Res’_e_hﬁhes were found how a human
will perceive an image into the bearn4n different layers and that how.tk
time and very efficient for all the image processing recognition.

Firstly an input image will go throug'g" blgc'}t] oﬁlg\ygs,;ﬁrst is Convolution layer. It will capture pixels

v g

4 2 : e \{:_‘ St
of image from 1nput to convolution layer and apply filtercl'has a set of filter which are applied to a given input

image that Processed filter goes to the another layer is pooling layer which is a nonlinear down sampling layer
Which is the image has been shortened to half of the size and that same pixel will go to the layer. In pooling
layer the nonlinear which is introduced information from that image is downed sampled layers the network
connected €ye are called fully connected layer which implies the layer where each and every node is connected

to .
the next node In the coefficient. The coefficient will give the best cases for the object so at the end of fully
o0 AL :

"hected layer it wil) convey with the p

l\’a\ilities andsum-let’s say like cat or deer.
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et

Overall architecture of the deep CNN model. The dataset for the PCT images (224x224 pixels) is

Jd as the input. Each of the convolutional layers is followed by a ReLU activation function, dropout,
be :
| um pooling layers, and 3 fully connected layers with 1,024, 1,024, and 512 nodes, respectively. The
1axt

] output layer performs 3 classifications using the Softmax function. CNN convolutional neural network,
na . 3
1CT I ontal compromised tooth, ReLU rectified linear unit

{ow Does A Computer Read an Image in CNN

The image is broken down into 3 colour-channels which js Red, Green and Blue. Each of these colour
hannels are mapped to the image’s pixel.

'_bk"@'\'*' kG \1

i KRR o i
t % |
t{"\'*' RN ' |
et ¢
PR

R |
Q——?E«w Ch |

3 H

LR e

(g & ' fig 5.2.1 Read an image in CNN
Then, the comﬁute%)ggognizgs the value associated with each pixel and determine the size of the image.

However, for black-white im 265y g};re is only one channel and the con(cep\t’_ié ffle same.
/RN o )
HOW IT WORKS USING CNN
The accuracy of CNN's in image classification is quite remarkable and its real-life applications through

; P CIPRE yoS .
APIs quite profound. The first step is to col eq glgclqaiﬂhi;.ata. I'sampled around 2000 images from the
Recipes Sk dataset and resized them to size 224 x 224,

The original dataset had annotations of the ingredients of a food item. However, there were more than
1000

Possible ingredients (i.e. labels) and this would create high\,xsﬁarsA e label vectors. Hence, I created my
0 ; W
Wn set of annotations for the same images. ‘“ N A P
R
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Tags:
Dessert, Carbs
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3
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e % 4
«‘ﬁ{‘ (‘jTarget Vector:

SEEt) [0.0,0,1,0,0, 1,0, 0, 0]

In our case, an image can have at most 10 possible labels. The list of labels are: [“Soups”, “Mains”,
«Appetizer”, “Dessert” ,"Protein”, “Fats”, “Carbs”, “Healthy”, “Junk”, “Meat”]. To encode the labels in a
format that can be utilized by the neural network, we create a 10 dimensional vector such that there is a “1” if

alabel is present in the image and “0” if a label is absent.

To make the annotation process simpler, I made some bold @ssumptions such as: “All cake images are
> ® J
Desserts and have Carbs”. This greatly simplified the annotation process, and i wrote a simple python function
to carry most of the heavy: lifting. While this ’stra}t}agy makes the process simpler, it may create some noisy
) e i e\ ,

annotations (i.e. slightly wrong) and could impact the final accuracy. Nevertheless, for this toy experiment,

weproceed as such. = ®
-

A
Q@

2

Classification  _2ssification o0 4 petection Retance

+ Localization Segmentation

CAT, DOG, DUCK  CAT, DOG, DUCK
PAS Y,
xf 7

Single object Multiple objects

fig 5.3 Segmentation of CNN
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pition Algorithm for GTSRB Dataset
2ecog

The German Traffic Sign Recognition Benchmark (GTSRB) was a multi-class, single-image
ication challenge held at the International Joint Conference on Neural Networks (IJCNN) 201 1, with
Jassti

he following requirements:

51,840 images of German road signs in 43 classes

Size of images varies from 15x15 to 222x193

mages are grouped by class and track with-at least 30 images per track.

Images ars available as colZEEEES (RGB)7HOG features, Har features, and colour histograms.

, Competition is only for the classification algorithm; algorithm to find region of interest in the frame is not

required.

 Temport Hatomnation of Reftestiscmicnces is ot shared, so temporal dimension cannot be used in the
classification algorithm.
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¢ collected the data from the google from different websites to find the estimation
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CHAPTER - 6

METHODOLOGY
6.1 OVERVIEW

In this section, we provide the details of the deep neural network method used in our system. The first
step in our approach is to generate a pre-trained model file with the help of CNN network. This is perforn?ed
by initially capturing a set of images of one particular class (e.g. 50 images of apple class) and then labelling
them with object name-set (object being apple). These images will be considered as the set of relevant
(positive) images and are used to train the system. In the second step of the training, we re-train the system
with the set of negative images (images that do not contain the relevant object). In our case, we trained the

system with the background images, so it does not categorize them as part of the apple class. Once the model

file is generated from the tx;aining, we load it into the application and test it against the images captured and
submitted by the user. The system then performs the image recognition process and generates a list of
‘f probabilities against the label name. The label with the highest probability is prompted to the user in the dialog
| box, to confirm the object hame. Once the object name is confirmed, the system performs the calorie

computation part by calculating the size of the food item with respect to the finger in the frame. It finally prints
the output to the user with the required calc;;gie. :

6.2 HISTORY e %, > S
' hrough &
Deep Convolutignal Neural Networks have been shown to be ve

ry useful for visual recognition tasks.
et Large Scale Visual Recognition Challenge in 2012, sp'l;rring a lot of interest in
using deep learning to sofve 'challenging problems. Since then, dee
multiple fields like maching)ision, facial recognition, voice reco

These range from being able‘t!o’@?g ize had written digits to classify@ngjp]a’riis using the images of leaves.

The closest example of a food-relat Aask we could find was a restagrant élassiﬁcation problem from Yelp.

the images of restaurants along some business
s kid friendly, has table service etc.). -Classi

Alex Net won the Ima

p learning has been used successfully in

gnition, natural language processing etc.

In their scenario, they want to classify attributes (e.g. restaurant

fying food dishes from images presents several distinct

tharacteristics. Image classification is the t 's'ég:pip’g‘gi@ngle label to an image (or rather an array of

Pixels that represents animate) from a fixed set of categories.
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CHAPTER -7
RESULT

7.1 OUTPUT SCREEN
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The input image(food image) is fed to Convolutional neural network where it undergoes through
different layers like convolutional layer, pooling layer, fully connected layer(fc layer) and a dense layer to
categorize the dish and to find nutritional value of the food. These networks are trained using tensor flow
framework. We trained up to 6 food items, they are Banana, Apple, Donut, Pizza, Sandwich, and Orange.
Several images of each dish are used for training CNNs. Food dishes are categorized by CNNs and complete

nutritional value is estimated.

The nutritional value which we got is compared with the nutritional value from WHO (world health
organization). It also shows whether the food. is good for diabetic patient or not. It warns the people if they are
over consuming the food through LEDs their by reducing the risk of becoming obese. It shows the nutritional

value of orange and if person is diabetic it displays “This food is healthy for diabetic patient.
|

!
The proposed system can detect food items and give the complete nutritional values and added a feature
which facilitates in recogniti'c?n of diabetic friendly food and also gives an alert if excess of food is consumed

by a healthy person which is. ﬁdt present in existing systems. But the proposed system has a drawback that it

. cannot detect the food items which are shapeless like liquids.
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CHAPTER - 8
CONCLUSION

t shows that convolutional neural network can successfully solve food image classification

11ﬁ51ntjec

oblems 0 relativel
P  clear understanding of their diet and make necessary decisions to improve their health. To disseminate
have

y small number of classes. Food according to the nutrients composition so that they may

the putritional values of foods by capturing the image of the food by using camera. Load the training images
1o the database. Convolutional neural networks are used to determine the food categories and estimate the
qutritional value. CNN will take the pixel values of the image and it will compare to approximate pixel values
and detect and classify the nutritional values to the input image and checks whether the diabetic person should
be consume Or not, if the digbetic patient should consume the food by taking nutritional values correctly then
the output of the nutritional yalue will be displayed on monitor. Food calorie data is to help people easily to
keep a daily food diary and calorie count and enabling them to better control their food intake and stick to a
diet. For a diabetic patients to know the nutritional values like calories, fats, proteins, carbohydrates. Using

these nutritional value we will maintain our health in a proper intake.
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CHAPTER -9
FUTURE WORK

As the field of Data Sciences and Embedded Systems are vastly expanding giving room to new
iochnologies, there is always a possibility of improving this project using the facilities, Tpe use of
Co avolutional Neural Network is the basis of recognition and classification of food images to discern patterns
from images of food. For the future work, the model is to be developed and implemented according to the
1frmmwork and datasets as stated. We shall use Convolution Neural Network as the algorithm to conduct the
raining and implementation of the deep learning model to make predictions on food nutrients composition.
After data pre-processing, the chosen datasets, Food-101 UEC-256, and Yummly-28k, shall be used to train
the model where patterns apd characteristics of the food images are distinguished over multiple passes of the
neural network. Once that is completed, testing is done to ensure the model achieves accuracy in prediction

and it for deployment in a food nutrients classifier web application.
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