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ABSTRACT

Foods are important things to human beings, especially for elderly and diabetics. Tradition nutrition

bookis not the effectiveway for people to use and not cover all kind offoods. Most of the food nutrition in

thebook focused onWestern dishes not Asian dishes.This research proposed the new way to categorized food

dishes and estimate nutritional value using convolutional neural networks. In this busy world, one spends least

time and interest in eating healthy food and caring about our food and diet. This gradually is leading to

unhealthy food practices. To provide oneself with the information regarding the estimation of nutritional

values ofthe food consumedthese networks are transferredinto Raspberry-Pi 3B platform to simulate limited

resources and calculation
power platform likes in a mobile phone. The imageof food is captured by the

webcam,andit identifies
the

food category and ingredients in the food, and it is sent to Raspberry-Pi 3Bwhere

CNNs categorize the food dishes and estimate the nutrition value and display it on the screen. In this the

diabetic patient whether to ifthe person is diabeticandtrying toconsumeunhealthy food like (PI2zZA) "This

food is not good for diabetic patient" is displayed and if he is consuming healthy food like (APPLE) "This

food is good for diabetic patient" is displayed. Convolutional neural networks are used to determine the food

categories and estimate the nutritional value.CNN will take the pixelvalues of the imageand it will compare

to approximate pixel values and detect. Thenetworks in
Raspberry-Pi 3B produce good prediction accuracy

but slow speed.
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CHAPTER -1

INTRODUCTION TOFOOD CLASSIFICATIONUSING DEEP

LEARNING AND EMBEDDED

1.1 INTRODUCTION To cONVOLUTIONNEURAL NETWORK

Convolutional neural networks (CNNs) are widely used in patternand image-recognition problems as

they have several advantages compared to other techniques. This white paper covers the basics of CNNs

including a description of the various layers used. CNNs are used in variety of areas, including imageand

pattern recognition, speech, recognition,
natural language processing, and video analysis. There are several

reasons that convolutional neural networks are becoming important. In traditional models for pattern

recognition,feature extractors are hand designed. InCNNs, the weights ofthe convolutional layerbeing used

for fcature extraction as well asthe fully connected layer being used for classification are determined during

the
training process. The improved network structures

of CNNs lead to savings in memory requirements and

computation complexity requirements and, at the same time, give better performance for applications where

the input has local corelation (e.g, image and speech).Large requirements of computational resources for

trainingand evaluation of CNNs are
sometimesmet by graphic processing units(GPUs),DSPs,or other silicon

architectures optimized forhigh throughput and
low energy whenexecuting

the ideasyncreticpatterns ofCNN

computation. In
fact, advancedprocessors suchasthe Tensilica

Vision P5 DSP for Imaging and Computer

Vision from Cadence
have

an
almost

ideal set of computation and memory resources required for running

CNNs at high efficiencyo

A neural network isa�ystem of interconnected artificial "neurons"
that exchange messages between

each other. The connections hávenumericweights
that are tuned duringthe.trainingprocess,

so that aproperly

trained network will respond corrècty when presented with an imageor pattern to recognize. The network

consists of multiple layers of feature-detecting"neurons". Each layer has many neurons that respond to

different combinations ofinputs from the
previous layers. The layers are built up sothat the first layer detects

a set of primitive patterns in the
input,the/secopd layer detectspatterns

of patterns, the third layer detects

patterns ofthose patterns,and soon. Typical CNNS use5to25distinct layersofpatterm recognition.
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Layers ofCNN

By stacking multiple and different layers in a CNN, complexarchitectures are built for classification

problems. Four types oflayers are most common convolution layers, pooling/sub-sampling layers, non-linear

layers, and fully connected layers.

CNNs in Embedded Systems

To run CNNs ona power-constrained embeddedsystem that supports imageprocessing, it should
fulf

the following requirements.

Availabilityofhigh computational perfomancefor a typical CNN implementation, billions of MACs

per second is the
requirement. Larger load/storebandwidth in the case ofa fully connected layer used for

classification purpose, cach coefficient gets used in multiplicationonly once. So, the load-store bandwidth

requirement is greaterthan thenumber ofMACS performed bythe processor.Low dynamic powerrequirement

the system should consume less power. To address this issue, fixed-pointimplementation is required,which

imposes the requirement ofmeeting the pérformance requirements using the minimum possible finite number

of bits. Flexibility it should be possible to
easily upgrade the

existiñg design to new better performing design.

Since computational resources are
always a constraint in embeddedsystems, if the use case allows a

small degradation in
performance,

it is
helpful tobaveran algorithm that can achieve huge savings in

computational complexity at the cost of a controlledsmall degradation in performance. So,Cadence's work

on an algorithm to achieve complexity versus a performance trade off, as
explained

in the previous section,

has great relevance forimpiementing CNNs onembeddedsystem

In the current age, peoplearemore conscious about their food anddiet to avoid either upcoming or

existing diseases. Since people are/dependent on smart technologies, provision of an application to

automatically monitor the individual'sdiet, helps in many aspects. It increases the awareness
of people

in their

food habits and diet. Over the last two
decades,

research has been focused on automatically recognizing the

food and their nutritional information from imagescapture during computer vision and machine learning

techniques. In order to properly assess dietary intake, accurate estimation of calorie value of food is of

paramount importance. A majority of the people are over eating and not being activeenough. Given how busy

and stressedpeople are today, it's effortless to forgetto keep track of the food that they eat. This only increases

the importance of proper classification offood.
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Some of the methods currently in use for dietary assessment involve self-repoting and manually

recorded instruments.The issue with such methods of assessment is that the evaluation ofcalorie consumption

by a participant is prone to bias i.e. underestimating and under reportingoffood intake. In order to increase

the accuracy and reduce the bias, enhancements to the current methods are required. One such potential

solution is a mobile cloud computing system, which makes use of devices such as smartphones to capture

dietary and calorieinformation. The next step is to automatically analyse the dietary and calorie information

employing the computing capacity ofthe cloud for an objectiveassessment. However,users still have to enter

the information manually. Over the last few years,plenty ofresearch and development efforts have been made

in the field of visual-based dietary and calorie information analysis. However, the efñicient extraction of

information from food imagesremains a challenging issue.

Convolutional neural networks (CNNs) are widely used in patterm and image-recognition problems as

they have a number of advantages compared to other techniques.This white paper covers the basics ofCNNs

including a description of
theyarious layers used. We outline the challenges of using CNNs in embedded

systems and introduce thekey.characteristics of the Cadence Tensilica Vision P5 digital signal processor

(DSP) for Imaging and ComputerVision and software that make
it
so suitable for CNN applications across

many imaging and
related recognition taskso

Om
Thro

1.2 APPLICATION
gh

Kno

1. Imageand Pattem recognitio

2. Speech recognition

3.
Text/Digits recognitio

4.Videoanalysis

5.Signal processing

of
Techmo

6. Face detection

nstitute7.Natural object classification

8.Imageprocessing
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1.3 OBJECTIVE

An effort has been made to classify the images offood for further diet monitoring applications using

convolutional neural networks (CNNs).Since the CNNs are capable of handling a large amount of data and

can estimate the features automatically, they have been utilized for the task of food classification.

Convolutional neural networks (CNNS)are widely used in pattern and image-recognition problems as they

have a number of advantages compared to other techniques. It covers the basics of CNNs including a

description of the various layers used. The device will capture the imageof the food and it identifies the food

category and ingredients in the food and estimate the food nutritional value and display it on the screen.
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CHAPTER -2

LITERATURE SURVEY

.1 LITERATURE SURVEY

ood Image Recognition by Using Convolutional Neural Networks (CNNS)Yuzhen Lu

Food imagerecognition is one ofthe promising applicationsof visual object recognition in computer

ision. In this study, a small-scale dataset consisting of5822 images often categories and a five layerCNN

vas constructed to recognize these images. The bag-of-features (BoF)model coupled with support vector

nachine (SVM)was first evaluated forimageclassification, resulting in an overall accuracy of 56% while the

NN model performed much better with an overall accuracy of74%. Data augmentation techniques based on

geometric transformation were applied to increase the size of training images, which achieved a significantly

improved accuracy ofmore than 90% while preventing the overfitting issue that occurred to the CNN based

on raw training data.

A Framework to Estimate the Nutritional Value ofFood in Real Time Using Deep Learning Techniques

RazaYunus* ,Omar Arif*, Hammad
Afzal, Muhammad Faísal Amjad* ,HaiderAbbas.

There has been a
rapidincrease

in
diétáry

ailments
during

last few decades, caused by unhealthy food

routine. Mobile-based dietary assessment systemsthatcan
rcord real time images of meal and analyse it for

nutritional content canbévery handy
and improve the dietaryhabits, and therefore,

result
in healthy life. This

paper proposes anovelsystem to automatically estimate food attributes such as
ingrédients

and nutritional

value byclassifyingthe inputimage of food.Our method employs different deep lé�rming
models for accurate

food identification. In
addition

to image analysis, attributes and ingredientsare estimated by extracting

semanticallyrelated wordsfrome huge.corpus
of text, collected over the Intermet. We performed experiments

with a dataset comprising 100
classes,averaging

1000images for
each class

to acquire top classification rate

ofup to 85percent.

Calorie Detection of Food Image Based
OnSVMAlgorithn

International Research Journal
of Engineering

and Technology (IRJET) Volume 07,Issue 12, Dec
2020.

The paper designs a prototype system supported the client server model. The client sends cture

detection request and processes it on
the

server
side. The prototype system is meant with threemain software

components, including a pre-trained SVMmodel trdining modulefor classification purposes, a text data
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raining modulefor attribute estimation models, and a server side module. We experimented with a spread of

food categories,each containing thousands of images, and through machine learning training to realize higher

classification accuracy.

ImageBased Food Classification and Volume Estimation for Dietary Assessment

Frank Po Wen Lo (Student Member, IEEE),YingnanSun (Student Member,IEEE),Benny Lo (Senior

Member, IEEE)are the authors.

Theyworkedon how this study provides an overview of computing algorithms, mathematical models

and methodologies used in the fieldof image-based dietary assessment. It also provides a comprehensive

comparison ofthe state of art approaches in food recognition and volumeweightestimation in terms of their

processing sped, model accuracy, efficiency and constraints. It will be followed by a discusion on deep

learning methodand its eficiency in dietary assessment. After a comprehensive exploration,we found that

integrated dietary assessment systems combining with diferent approaches could be the potential solution to

tackling the challenges in accurate dietary intake assessment.

Effectiveness of Food Portion Size Estimation Aids for Diet Assessment

Vidisha Sharma(PhD Scholar),Ravinder Chadha(Associate Professor) are the authors.

The worktheydid isa total of 1355
records were obtaimed through initial search, of which 27 werenroug

included in

qualitativesynthesis Three categoriesofPSÉAs were identified
2-dimensional, 3-dimensional,

and technological
aidsTwo dimensional aids (n-9) were the most often evaluated PSEA followed by

technologicalaids(n-8Aspects like type of food item, its shape and food PS (small vs. large) were

recognized as influencers of PS estimates.Training improved the PS
estimation accuracy.
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CHAPTER3
ANALYSIS

3.1 EXISTING SYSTEM

Estimation of
food categories and calories for food photos. Since there exists strong correlation

hetween food categories and calories in general, we expect that simultaneous training of both brings

nerformance
boosting compared to independent singletraining

3.2 PROPOSED SYSTEM

The system can
detect

food items and give the complete nutritional values and added a feature which

facilitates in recognitionof diabetic friendly food and also gives an alert if excess offood is consumed by a

healthy personwhich
is not present in existingsystems. But the proposed system has adrawbackthat it cannot

detect the food items which
are shapcless

like liquids. In this system, the device will capture the imageofthe

food and it identifies the food category and ingredientsin the food and display it on the screen.To disseminate

the nutritional values of foods by capturing the imageof the food dish. Convolutional neural networks are

used to determine the food categoriesand estimate
the nutritional value.CNN will take the pixel values of the

imageand it will compare to approximate pixel
values and detect. The first step in tracking calorie intake using

images
is to

identify
the food being consumed. The

difficulty
arises when one considers the various

assortments of
cuisines

and
dishes

that exist in théfealworld.Given the size andvariety of the food items in

the dataset, this has
pravcn 'to

bequiteaformidable task. The use ofneural networks seemsto be better to deal

with the issue of
scalingprimarily

because of their ability to learm patterns that are
notinearly separable,along

with the concepts of
dealing

with other factors such as noise in the images. Calorific Value Estimation the

remaining task after the
protésofclassifcationis mapping the food

names to
a calorific value. This can be

achieved
relatively casily byserapune theweb for the average calorie

value offood items per unit weight. The

avernge caloric values are considered
forthe diferent

classes of
food,per100g of serving.TheCNN ofers a

ting
edge strategy for imagerecognition. It is a multi-layer neural organization, whoseneurons take litle

csof
the past layer as information. It

isshearty againstlittlemoves
and revolutions.A CNN framework

Includes a comvolution layer and apooling (orsubsampling) layer.Inthe convolution layer, not at all like for

completely associated
neural organizations,weights can be considered as nx (n <input size) channels.

Tation
Ea

convolves these channels. Each layer has numerous channels that create various yields. For

gecognitiontask, the various highlightsare separated by these channels. The channels are regularly

Cvolution) parts. The pooling layer delivers the yiclds by actuation over rectangular areas.There are

actuation strategies, for example, maximum and average activation.
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This makes
the (CNN'S yields more invariant with regard to position. A commonplaceCNN contains

andpooling layers, withacompletely associated layerto create the eventual outcome of

iousconvolutiona

the
lertaking.

In imag

ries that incorporate
the quantity of centre layers, the size of the convolution parts, and the dynamic

magerecognition,every unit of the last layer showsthe classlikelihood.A CNN has hyper

to lack of knowledge on whatwe are eating,we are developing health issues like increase in
acities.

Due to

cterol which in turn leads to many other health complications like heart attacks, obesity etc. the old

chioned possible
way of getting

to know the nutritious value of the food being consumed is first, having the

nwedge about the ingredients used in the food and then searching about their nutritional values in the

traditional nutritional bookwhich is a tedious process and given now-a-days scenario, no one would opt to

follow this procedure.
Aim of this research is to develop the way to extract food information from food dish

images. First the Convolutional neural networks are used to determine the food categories and estimate the

nutritional
value and

display
the output.

3.3 ADVANTAGES

Ifanyperson is
allergic

to any ingredientso we can avoid it.

Helps aged pecople in deciding the
proper

diet food by
classification

in our project.

Very High accuracy inimagerecognítionproblems.

Automatically detects
the important featureswithout

Kns
any human supervision.

now

Weight sharingo
Themain advantagèof CNN compared to its predecessors is that it

automatically detects the important

features without any huúman supervision.hCNN is also computationally eficient.

3.4

DISADVANTAGES

of
Tech

Sometimes, it may not identify the foodcategory,and calories of the food because of imageclarity.

ne ofmany challenges in the field of computer vision is to deal with the variance in the data present
in theworld.

CNN do not encode the position and orientationof object.

Lack of
ability to be

spatially invariantto the input data.

Cannot
estimate Liquid Podd

nutritidnal value.
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CHAPTER -4

SYSTEM ARCHITECTURE

4.1 Block diagram

RPS

CAMERA Monitor

(USB) display

RASPBERRY P
3B

MICRO SD

CARD
0-ATEH

cONNICT

PLATURH EABNING CASSINCATNON

TITU L
fig 4.1 block diagram of food classif�cation using deep learning and embedded
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Based Flowchart

serApplication

START

Initialize the Camera

Load theTraining
Imagess

Clear Video line

Separate the image

Feature Extraction

CNN

Parameters display

END

fig 4.2 user application-based flowchart of food classification
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43ALGORITHM roquiredfor this project can be classified into twobroad categories.

The
main

too,

Hardware

requirement

Software

requirement

Here

are using
somestepS

for the execution ofcode

the image by using the Camera.

STEP
1:Capturing

lues ofthe imagewe will compare to the appropriate value.

EP2: By
using

the pixel valuc

STEP 3: Load
the training images to the database.

CTEP 4:CNN has 3 layers
convolution layer, pooling layer, and fully connected layer.

STEP5: In layers
theimageof

the pixels will reduce and in the fully connected layers they have different

nodes connected to each nodes and gives us-the
best

probability
to find the output.

STEP G:Theparameterslikeprotcins,fats, carbohydrates, calories
which gives us the output ofour image.

Thros
STEP 7:The output

is displayedon the monitor which provides the estimation values of calories, proteins,

fats,carbobydrates value.

44 SOFTWARE REQUIREMENTSOs
Hare are

the software
requirements/

Raspbian OS Of
Techno

Python

441
RASPBIAN OS nstitute
Ras

pbery Pi OS (formerly Raspbian) is a Debian-based operating system for Raspberry Pi. Since

2015,ithasben
officially provided by the Raspberry-Pi Foundation as the primary operating system for the

Raspbe

Raspberry Pi Os
(formerly aspbian) i� a Debianbased operating system for Raspberry-Pi. Since

officially provided by the
sphery-PiFoundation

as the primary operating system for the

TY-Pi
family of

compact single-board computers.

201S,ithas
been o
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ofcompactsingle-board computers. The first version of Raspbian was created by Mike
pbery-Pi

family
o

con and PeterGreenasan indepcndent project. The initial build was completed in June 2012.
mpson

Raspbery-Pi
OS is highly optimized for the Raspberry-Pi line ofcompactsingle-board computers with

MCPUs.It runs onevery Raspbery-Pi except the Pico microcontroller.Raspbery-Pi OS uses a modified

DE asits desktop
environment with the openbox stackingwindow manager, along with a unique theme.

HARDWARE REQUIREMENTS

crating
Systcm: Windows 7/ Windows8

ftware Setup: Python 3.7,6

=chnology:
Python.org

cre
are the Hardware components.

Raspberry PI
3B

Micro SD card

Monitor display

Regulated powersupply

h
Throu9

dom
Thro hKnowCamera (USB)

.5.1
Raspberry-PIB

Raspberry-Pi 3BModglwas releasedin February 2016with a 1.2 GHz64.bitquad core ARM Cortex-

A53 processor, on-board 802-11oWi-Fi,
Bluetooth and USB boot

capabilities

The Raspbery-Pi 3B Models the third generation RaspberyPi.This powerful credit-card sized

single board computer can be used for many applicationsand super seds the original Raspberry-Pi ModelB+

and Raspberry-Pi2B Model. Whilst maintaining
the popular board format the Raspberry-Pi 3B Model brings

you a more powerful processer,10x faster
tha pergmèralon Raspberry-Pi. Aditionalyit adds wircless

LAN& Bluetoothconnectivity making it the ideal solution for powerful connected
designs
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GPIO Pinout Diagram

OOOoee0ee00 0e@00:

4Squarely Placed
Mounting Holes

GPIO
Headers

SMSC LAN9314 USB
Ethernet Controller

Run Header Usedto Reset the

2w2 USB-A
Ports to PC

Broadcom BCM2835

MicroSD Card Slot

(Underneath)

DSI Display Connector HOm

Switching Regulator fo

Less Power Consumption Ethernet Out Port

V Micro USB HDMI Out Port

Power

3.Smm Audio and
Composite Output Jack

CSI Camera
Connector

fiA5.1 Raspberry-pi 3B

Features:

hrough

Quad Core 1.2GHz Broudcom BCM2837 64bit CPU

hKno

1GB RAM

BCM43438 wireless LANand Bluetooth Low Energy (BLE)on board

yothi
100Base Ethernet

40-pin extendedGPIO

4 USB 2
ports

of
Techn

4
Pole stereo outputand composite video

hstituteFull size HDMI

CSl
camera port for

connecting a Raspberry Pi camera

Micro SDport for
loading your operating system and

storing
data

l display port forconnecting a Raspberry Pi touchscreen display

UPgraded switched Micro USB powersourpetp
to
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Benefits:

Low cost

. 10x faster processing

Low cost PC/tablet/laptop

.Mediacentre

Industrial/Home
automation

Print server

Consistent
board format

Added connectivity

Key Applications:

IoT applications

.Robotics

Server/cloud server

Security monitoring

Gaming Om
ThrohKnoroug

.Webcamera
Wireless access point

Environmental sen�ing/monitoring (eg. weather station)

yoth
4.5.2 MieroSDcard

MicroCard may support variodás combinations
of the following bus types and transfer modes. The SPI

Dus mode and one-bit SD bus mode are mandatory for all SD families, as explained in the next section. Once
C nost device and the SD card negotiateabusinterfacemode,the usage of the numbered pins is the same
for allcard sizes.

nstitu
SFL bus mode Serial Peripheral Interface. Bus is primarily used by embeddedmicrocontrollers.This

pe
supports only a 3.3-volt interface. This is the only bus type that does not require a host license. All

Support this mode.UHS-I and UHS-IIrequire this bus type two differential lines SD UHS-IU mode:
SD

card

Usestwo
low-voltag

bus

n
additio

oltagedifferential interfaces to
tranafer commands and data. UHS-lI cards include this interface

1 the SD bus modes. The physical intektaçe compr�šes 9
pins, except that the mini SD card adds

two
unconneedpins in the centre and the micro SDcard oits one of the two VSS (Ground) pins.
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4.5.3 Monitor display

A display
monitor is an electronic device used to display video output from computers. Display

monitors
are used in many computer aevices, ranging from personal computers (PC)and laptops to small

handheld
mobile devices, like cell phones and MP3 players.

4.5.4 Regulatedpower supply

fig 4.5.3 Monitor

Regulated power supply in new smart substations and
retrofitted unattended substations of power

systems, somesmart-monitoring technologieslike helicopters, drones, robots,etc., equipped with cameras, take

high-definition videos andinfraredthermal images,to achievé cficient and rapid substationinspection.These

massive media data streams provide a database for the image-based methods forpower equipment state

foug

recognition. However,dneto the particularity of the powerequipment itself and the operating environment, it

is not reasonable to use theobject recognition in computer vision field to powerequipment directly. In this way,
it is of

great significance topropose a method applicable to poweredge imagerecognition. There are now

mainly two kinds of
object rocognition in power systems: manual

feature extraction-based method and

automatic feature extraction-basedméthod,

Based on deep learning, automatic
feature extraction-basedmethod can

effectively reduce the deviation
OT the

model, and has higher accuracy because ofthe large volumeofdata used and deep feature extraction.

5asedon the infrared images, a two stagemethodforcurent transformer fault location is proposed.
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4.5.5
Camera (USB)

TISB Cameras are imaging cameras that use USB 2.0 orUSB 3.0 technology to transfer image data.A

heam is a camera that connects to a computer, usually through plugging it in to a USB port on the

nUSB3 Vision cameras are an excellent tool for a variety ofapplications. Especially
their bandwidth

ffoctively closes the speed gap betwcen Camera Link and GigE interfaces, their simple plug and play

nctionalityand
their Vision Standard compliance make them suitable for industrial applications. In addition,

ISR 3.0 is perfectly tailored for the latest generation of CMOS sensors, with the architecture and

handwidth to takeadvantage of all that new technology has to offer.

fig 4.5.5 USBCamerah
gh
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CHAPTER -5

MODULE DESCRIPTION

5.1
cONVOLUTIO

NEURALNETWORK

networks (CNNS)are widely used in pattern and image-recognition problems as
volutional

neural net

.umber ofadvantages compared to other techniques. This white paper covers the basics of CNNs

they
hav

including

a iescription
ofthe various layers used.

A neural network is a system
ofinterconnected artificial "neurons" that exchange messages between

numeric weights that are tuned during the training process, so that a properly
each

other.
The connections

have

network will
respond

correctly when presented with an imageor pattern to recognize. The network

ifsof multiple layers of feature-detecting"neurons". Each layer has many neurons that respond to

4erentcombinations
of

inputs
from the previous layer. By stacking multiple and different layers in a CNN,

omplex architectures
are

built for classification problems. Four types of layersare most common convolution
compl

lavers, pooling/subsampling layers,
non-linear layers, and fully connected

layers.

Neural networks are inspired by biological neural systemseThe basic computational unit of the brain

is a neuron and they are-connected
with

synapses. Comparesa biological neuron with a basic mathematical

Throu9
model.

gh
Kno

synapseXon trom a

neuron

dendrite

cell body

WIX

2 Outputaxon

actvation

function

fig 5.1 Mathematical model ofneuron

and
pr

output signals along its axon Theaxon branches.out andconnects via synapses to dendritesof

in a real animal neural system, a.neuron is perceived to be receiving input signals from its dendrites

its

axonh CUother
neurons.

wnen the
combination of input signals reaches some threshold condition among its input dendrites,thenn1

triggered and its activation is communicated to successor neurons.

eural network computational model, the signals that travel along the axons
(e.g.0)inteCract

att plicand- timely (e.g., wOx0) wih tha dendritèsofthe other neuron based on the synaptic strengthat
that

synapse C8,WO). Synaptic weights ake l�arugble andcontrol the influenceof one neuron or another.

Ty the
signal to the

cellbody, where they all are summed If the final sum is

dendrites
carry
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hold, the neuron fires, sending a
spike along its axon. In the

computational model, it
above

aspecific

that the precise

information. Based on the rate code
interpretation, the

firing rate ofthe neuron is modelled

timings of the
firing do not matter and only the

frequency of the
firing

umed
1S

communicates f that represents the
frequency of the spikes along the axon. A commonwith

an
ivation

function f that

Coctivationfunction is Sigmoid. In summary, each neuron calculates the dot product of inputschoice
ofactiva

hts adds the bias,and applies non-linearity asa trigger function (forexample, following a sigmoidandweights,
adds

response
function).

A CNN is a special case
of

the neural network described above. A CNN consists ofone or more
fional layers,often with a

subsampling layer,which are followed by one or more fully connected
as in a standard neural network. The design of a CNN is motivated by the discovery of a visuallayers

mechanism, the visual cortex, in the brain. The visual cortex contains a lot of cells that are responsible for

detecting light in small,
overlapping sub-regions of the visual field, whichare called receptive fields. These

cells act as local filters overthe input space, and the more complex cells have larger receptive fields. The

Convolution layer in a CNN performs the function that is performed by the cells in the visual cortex. A
typical CNN for recognizing traffic

signs,Each feature of a layer receives inputs from a set of features

located in a small
neighbourhood in the

ptevious layer called
adocal receptive field. With local receptive

fields, features can extract elementary visual>features,suchas oriented edges, end-points, corners, etc.,

which are then
combined by the higher layers.

hrough

In the
traditional model of

pattern/image recognition, a hand-designed feáture extractor gathers
relevant

information from-the input and eliminates irrelevant variabilities. The
extractor

is followed by a
trainable

classifier, astandardneural network that classifies feature vectors
into classes.

In a CNN, convolution layers play the role of feature
extractor.But they are not hand designed.

Convolution filter kernel weights aredecided on as part ofthe training process. Convolutional layerS are
Dle to

extract the local features because they restrict the receptive fields ofthe hidden layers to be local.

32x32 28x28x108

5x5 Filter

convolutions subsampling convolutions

2x2

14x14x108 10x10x200 2Stage FC

full

connection5x5x200

convolutions
subsampling 1085x5 Flter 2x2 43 neurons

OUTPUT

INPUT
1ST STAGE 2ND STAGE cLASSIFIER

fig 5.1
Typical block diagram ofCNN
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CNCNNs are used in variety of areas, including image and pattern recognition, speech recognition,

ianguage processing,
and video analysis. There are a number of reasons that convolutional neural

atural
I

In traditional models for pattern recognition, feature extractors are hand

designed.

InCNNs,
the weights

fully
connected

works
are becoming

important.

ofthe convolutional layer being used for feature extraction aswell as the

layer being usedforclassification are determined during t
training process. The improved

of CNNs lead to savings in memory requirements and computation complexity
etwork structures

quirements
and, at t

corelation (eg., image and speech). Large requirements of computational resources for training and

evaluation
of CNNS are

sometimes
met by graphic processing units (GPUs), DSPs, or other silicon

architectures
optimized for

high throughput and low energy when executing the idiosyncratic patterns of

CNN computation.
In

fact,advancedprocessors such as the Tensilica Vision P5 DSP for Imaging and

ComputerVision
from Cadencehaveanalmost ideal set of computation and memory resources required for

running
CNNs at high efficiency.

the same time, give better performance for applications where the input has local

In pattern
and imagerecognition applications,the best possible correct detection rates (CDRs)have

been achieved using CNNs. Forexample, GNNS
have achieved aDR of 99.77%using the MNIST database

of handwritten digits, aCDRof97.47%.with theNORB datasetof 3D objects,and a CDR of 97.6% on

-5600 images of more than 10 objects. CNNs,not only give the best performance compared to other

detection algorithms, theyeven outperform humans in
cases such as classifying objects into fine-grained

categories such astheparticular breed of dog or species of bird.

nrougn

A
typical vision-algorithm pipeline, which consists of four stages: pre-processing the image,

detecting regions ofinteres(ROD that
contain likely objects, object recognition, and vision decision

making. The
pre-processing stepisu�ually dependent on the

details.of the input, especially the camera
system, and is often implemented inahardwired

unitoutside the vision subsystem. The decision making at
the end

ofpipeline typically operates onrecognized objects-tmay makecomplexdecisions,but it operates
on much less data, sothese decisions are notusually computationally hard or memory intensive problems.he

big
challenge is in the object detectionandredognition stages, where CNNs are now having a wide

impact.
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Precise Decision
ROI Selection

Pre-Processing Modeling of ROI Making

Object detecton

Background
subtracton

Objet recognition

Tracking

Feature matthing

Gesture recognition

Motion analss

Match/no match

Nolse reduction

Color space
Conversion Flag events

Feature extraction

Image segmentation

Connected component

labeling

Image scaling

Gausian pyramid

Image Processing Image Processing and CNN Vsion and Control Processing

fig 5.1 Vision algorithm pipeline

5.2 Layers
ofCNN Structure

Four types of layers
are most commonly used

1. Convolution

2. Pooling

3. Dense layers

Fdom
Tht

4.
Fully connected layers

ThrouahKnow
fc_4

Ful-Connected
Neural Network

fc3

Fuily-Connected
Neural Network

RelU
activationCo_1

Comvolution
(Sx5) kernel

valid padding

Conv_2

Comvolution
(5 x5) kernmel

valld padding
Max-PooliDE

(2x2)

(with
Max-Poollin

(2 x2)
dropout)

1

n1 channels ni channels n2 channels n2 channels 9
NPUT

(28x28 x1) (24 x24 xnl) (12 x12 xnl) (8 x8xn2) (4x4x n2)
oUTPUT

Fig 5.2 layers ofCNN
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Convolution

layers

peration
extracts different

s:1e edges, lines, and corners.
Higher-level layers extract

higher-level features. Illustrates
ihution used inCNNs.The

input is of size N xNx D and is convolved with H
kernels,

ifferent features of the
input.The first convolution

layerextractsTheconvolut

ow-
Jevel

features

likeedo

f3Dconvolution
use

theprocess

of3
Convolution ofan input with one kernel

produces one output
feature, andizekxkx

Dseparately.

enchofsize
k

rioht,one element at a time. Once the
top-rightcorner is reached, the kernel is moved one

endently producesI
H features.

Starting from
top-left corner of the input,each kernel is

with
Hkermels independen

movedh
from

left
to

arddirection,and again the kernel is moved from left to
right, one element at a time.This

element
in
adow

kernel reaches the
bottom-right corner.

process

isrepeated

ase when N=32andk =S,there are 28 unique positions from left to right and 28unique
ton to bottomthat the kernel can take.

Corresponding to these
positions, each feature in thepsitio

sitions
from top

to bottom

elements of input and k x k x D elements ofkernel are
element-by- element

led and accumulated.So to create one element ofone output feature, k x k x D
multiply-accumulate

Oultpur
tput

will contain 28x28 i.c., (N-k+1)x (N-k+1)) elements. For each
position of the kernel in a

sliding

wndow process,
k x kx De

mu

operations
are required.

Input Feature Map Convolution Output

Convolution between k x kx D kernel
and regionof input featuremap

H

H#
featuremaps

N
input height and width

k=kemel height and width
D
inputdepth

S kenel stride

fig 5.1.1 Pictorial representation of convolution process
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(subsampling

layers

Pooling

sub
reduces the resolution of the features. It makes the features robust

The
oling/subsampling

layer red

distortion.
There are two ways to do pooling: max pooling and averagepooling. In both

is divided
into non-overlapping two-dimensional spaces. Layer2 is the pooling layer. Each

..n8-28 and is divided into 14x14 regions ofsize 2x2.For averagepooling, the averageofthe

against

noise
anddistortion.

The

CAses,

theinpu

the region
are calculated. For max pooling, the maximum value of the four values is selected

tes the pooling process
further. The input is of size 4x4. For 2x2 subsampling,a 4x4 image isrnon-overlapping matrices ofsize 2x2.Inthe case ofmax pooling, the maximum value ofthe

input
feature

is28

four
values

in thei

andelaborates

divided
into

four i

fourvalues

in the 2x2 matrix is the output. In case ofaveragepooling, the averageof the four values is the

output.Please
Please

note that
for

the output with index (2,2), the result of averaging is a fraction that has been

rounded
to nearest integer.

21 8 812
12199 77

8 10 4 3
1812910

159
127

2112
1810

Average Pooling Max Pooling

fig512Pictorial representation ofmax pooling and
averagepooling

othiothi
Fully connected layers

of
Tet

rully connected layers are often used asthefinal.layersof a CNN. These layers mathematically sum a

gof theprevious layer offeatures,indicating theprecise mix of"ingredients" to determine a specific

weighting

*put result. In case ofa fully connected layer, all the elements of all the features ofthe previous layer

1argetov

thecalculationof eachelementof eachoutput feature. It explains the fully connected layer L. Layer

getus

Ieatures, each ofwhich is 2x2, i.e., has four elements. Layer L has two
features, each having a

L
has

STITU

single
element.
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Element by Element

Muftiplicationand

Accumuliation

Element by Element

Multiplicationand

ACcamulat ion

Element-ty-Element

MultiplicationandK Accumulation

mlstion

Element y Element

Multiplicationand

Accumulation

fig 5.1.3Processing ofa fully connected layer

Non-linear Layers

Neural networks in general and CNNs in particular rely on a
non-linear "trigger"function to signal distinct

identification of likely features on each
hidden layer. CNNs may.use a variety of specific functions such as

m
Through

Kno
rectified linear units (ReLUs)andcontinuoustrigger (non-linear)functions to

efficiently implement this non-

lincar
triggering

ReLU

A ReLU
implements the functiony

=max(x, 0), so the input and outputsizes of this layer are the same.

ncreasesthe nonlinearpropertiesof the decision function and of the
overall network without affectingthe

receptive fields of the
convolutionlayer. Incomparison to the other

non-linear functions used in CNNs (e.g,

hyperbolic
tangent, absoluteofhyperbolic tangent, and sigmoid), the advantage of a ReLU is that the network

urin'smany times faster. ReLU functionalitywith its transfer fünction plotted above the arrow.

Transfer Function

15 20 -10 35 152035
18 -110 25 100 0.0 18 0 25 100

20-15 25 -10 0 2520 0

101 75 18 23 75 18101 23

fig 5.1.4 Pictorial of RELU functionality
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Fully
Connectedyen Output

eropiane

utomobile
convelution

Layen Pooting ayers
input imag

2eer

Pixels ofimage

fedas input hep

truck

nodes 1004
nodes nodesS2 nOde

Healthytooth

Teproceming,
imag aupmentation

Comvolutio0n
20

Sub
ModeratePCT

sempluing

SeverePCT

putecplels
(hom L44-LO raly

18layerseheUdropout
33 kenal sire

Max pooling

Hiddenlayer Hidden
uayer

Hlidden laye OMtputlayer

Feature extraction (VGa-19) Fullyconnected danse layers drop out Sotmax

classihcation

fig 5.2Läyersof �NN

The large amóunt of data collected by the tools for food
quality

and safety evaluation can be

successfully processedbyCNN. If suppose a picture with a dog and a grass background so if we provide this

image to a deep learming atchitecture
it will classify as a dog.

They are a kind of deep Deural network which were designed. Rescarches were found how a human
will

perceive an image into the beamin different layers and that how.this CNN is designed and it has been

time and very efficient for all the imageprocessing recognition.

Firstly an inputimagewillgothrougha bunch oflayers.first is Convolution layer. It will capture pixels

of image from input to convolution layerand apply filtercl has a set of filter which are applied to a given input
magethat processed filter goesto the another layer is pooling layer which is a nonlineardown sampling layer
wnich 1sthe image has been shortened to halfof the size and that same pixel will go to the layer. n pooling
ayr the nonlinear which is introduced information from that imageis downed sampled layers the networkIedeye are called fully connected layer which implies the layer where each and every node is connected
Cxt node in the coefficient. Thecoefficient will giv� the best cases for the object so at the end of fullyCIed

layer it will convey with the
p�obabilities andsum-let'ssay like cat or deer.
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abelled

as the input.
Each

ooling layers,
and 3 fully connected layers with 1,024, 1,024, and 512 nodes, respectively.The

larchitecture of the deep CNN model. The dataset forthe PCT images (224x224pixels) is

he input. Each of the convolutional
layers is followed by a ReLU activation function, dropout,

t aver performs 3classifications using the Softmaxfunction.CNN convolutional neural network,

CT periodontal
compromised tooth, RelLU rectified linear unit.

iow DoesA Computer Read an Image in CNN

The image is broken down into3colour-channels which is Red,Greenand Blue. Each ofthese colour

hannels
are mapped to the image's pixel.

How a
computer

sees an image

A
R

Pixel values

ofR,6,B

fig 5.2.1 Read an imageinCNN

Then,thecomputerrecognizes the value associatedwith each pixeland determine the size of the image.
However, for black-white images, there is only one channel and the

conceptis
the same.

HOW ITWORKS USING CNN o
The

accuracy ofCNNs in imageclassification is quiteremarkable and its real-life applications through
APls

quite profound. The first step is
to.collect and cleanthedata. I sampled around 2000 images from the

Kecipes Sk dataset and resized them to size 224x 224.

The
original datasethad annotations ofthe ingredients of a food item. However, there were more than

possible
ingredients (i.e. labels) and this would create highly sparse label vectors.Hence, I created my

Own setof
annotations for the same images.
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Tags:
Dessert, Carbs

Target Vector:
[0,0,0, 1, 0, 0, 1, 0,0,0]

In our case, an
imagecan

have at most 10possible labels. The list of labels are: ["Soups", "Mains"

"Apetizer","Dessert","Protein'",
"Fats",

"Carbs" "Healthy", "Junk", "Meat"]. To encode the labels in a

format that
canbe utilized by the neural network, we create a 10 dimensional vector such that there is a "1"if

a label is present
in the imageand "0"if a label is absent.

To make the annotation process simpler, I made some bold assumptions such as: "All cake images are

Desserts and have Carbs" This greatly simplified
the annotation process, and i wrote a simple python functionO

to carry most of the heavy lifting. While this strategymakesthe process simpler, it may create some noisy
hrougn

annotations (i.e. slightlywrong) and could impact the final accuracy. Nevertheless, for this toy experiment,

we proceed assuch.

Classification
Classification Instance
+Localization Object Detection

Segmentation

CAT CAT CAT, DOG, DUCK CAT, DOG, DUCK

Single object Multiple objects

fig 5.3 Segmentation of CNN
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Recognition

Algorithm
for GTSRB ataset

German Traffic Sign Recognition Benchmark (GTSRB) was a multi-class, single-image
The

lassif

ion Challenge held at the International Joint Conference on Neural Networks(IJCNN) 2011,with

hefollowing requirements:

51,840 images
of German road signs in 43 classes

Sizeof images
varies from 15x15 to 222x193

Images are grouped by class and track with at least 30imagesper track.

Images are available as colour images (RGB),HOG features, Har
features, and colour histograms.

Competition is only for
the classification algorithm; algorithm to find region of interest in the frame is not

required.

.Temporal information of the test
sequences is not shared, so temporal dimension cannot be used in the

classification algorithm.

O AAAAA AA AAA AAAAOeO

fig 5.3.1 GTSRB ideal traffic
signs

Tech

AN
fig 5.3.1 GTSRB traffic signals
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5.3
DATABASE

We have collected
the data from the googlefrom different websitesto find the estimation

of
values.

we have collected.

Here
are some database

we hav

(O40 Cheeseburger
3ananas

1.95c
Maing
anee eenbend

soroe 35
wbous

er for o 17
FRIED RICE

130 22(
Apples Carrot CALORES174

CARRES 3779aoTFP
AT

PIZza
De

wCh r 10.4c

Broccoli
Peanuts

wsing whole whest arust,

35.70
12.20

fig 5.4 Database collected from
different

food items

Throug

Prediction:

THealthy, Mains, Protein]
Prediction:

[Dessert,Carbs]
Prediction:

(Healthy,Mains, Protein]

Actual:

Healthy, Mains, Protein)

Actual: Actual:

CHealthy.Mains, Carbs,
Protein]

[Dessert Carbs]
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CHAPTER - 6

METHODOLOGY
6.1OVERVIEW

In this section, we provide the details of the deep neural network method used in our system. The first

step in our approach is to generate a pre-trainedmodel file with the help ofCNN network. This is performed

by initially capturing a set of images ofone particular class (e.g. 50imagesof apple class) and then labelling

them with object name-set (object being apple). These images will be considered as the set of relevant

(positive) images and are used to train the system. In the second step ofthe training,we re-train the system

with the set of negative images(images that do not contain the relevant object). In our case, we trained the

system
with the

background images, soit does not categorize them as part ofthe apple class. Once the model
file is generated from the

training, we load it intothe application and test it against the imagescaptured and
submitted by the user. The system then performs the image recognition process and generates a list of
probabilities against the label name. The label with the highest probabilityis prompted to the user in the dialog
box, to confim the object name. Once the object name is confirmed, the system performs the calorie

computation part by calculating the sizeof the food item with respectto the fingerin the frame. It finally prints
the output to the userwith the

required calorie

KnowleDeep Convolutional Neural Networkshave been shownto be very useful for visual recognition tasks.

edo
dOm

Th
6.2 HISTORY

hroug
AlexNet won theImageNetLarge Scale Visual

Recognition Challenge in 2012,spurring a lot of interest in
using deep learning to

solve challenging problems. Since then, deep learningha� been used
successfully in

multiple fields like
machineyision, facial

recognition, voice
recognition,

natural language processing etc.These range from being able torocognize had written
digits to

classifying plants using the imagesof leaves.The closest example of a food-relatedtask we could find was a restaurant classification problem fromYelp.In their
scenario, they want to

classify theimagesof restaurantsalong somebusiness attributes (e.g.restaurantis kid
friendly, has table service etc.). Classifying food dishes from images presents several distinct

characteristics. Image classification isthetaskofassigning asingle label to an image (or rather an array ofpIxels that
represents animate) from a fixed set ofcategories
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CHAPTER-7

RESULT

7.1 OUTPUT SCREEN

TUrdiye

calories: 47 Kcal

Protein 0.9g

Fiber 2.49

Vitamin: A
diabetic patient

Thisfood healthy forDiabetic patient

same persion

dete npy

aat3 palJm

er etie
putlen

ae
test es ral3

Tenefits,

Risks

4

scle

itain

ageesim

lechnofTec
3

wattby

fer et ett

aLorses 52 5cal
rotosR 34

F26er:
Vitanin: A
diabetic patient

This food healthy for Diabetic patient

2.49

donut

Calories: 252 kcal
Protein: 4.99
Fat:
carbohydrate:
diabetic patient
This food not healthy for Diabetic patient

25.2g
51g
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The input image(food image) is fed to Convolutional neural network where it undergoes through

different layers like convolutional layer, pooling layer, fully connected layer(fe layer) and a dense layer to

categorize
the dish and to find nutritional value of the food. These networks are trained using tensor flow

framework. We trained up to 6 food items, they are Banana, Apple, Donut, Pizza, Sandwich, and Orange.

Several images ofeach dish are used for
training CNNs. Food dishes are categorized by CNNs and complete

nutritional value is estimated.

The nutritional value which we got is compared with the nutritional value from WHO (world health

organization). It also showswhether the food is good for diabetic patient or not. It warns the people if they are

over consuming the food through LEDs their byreducing the risk ofbecoming obese. It showsthe nutritional

value of orange and if person is diabeticit displays "This food is healthy for diabetic patient.

Theproposed system can detectfood items and give the complete nutritional values and added a feature

which facilitates in
recognitiön

ofdiabetic
friendly food and also gives an alert if excess offood is consumed

by a healthy person which is not
present

in
existing systems. But the proposed system has a drawback that it

cannot detect the food items which are shapeless like liquids.
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CHAPTER-8
CONCLUSION

is project showsthat convolutional neural network can successfully solve food image classification

problems

.e to relatively small number of classes.
Food according to the nutrientscomposition so that they may

havea
cearunderstanding oftheir

diet and make necessary decisions to improvetheir health.To disseminate

nutritional
values offoods by capturing the imageof the food by using camera. Load the training images

the

n the database.
Convolutional neural networks are used to determine the food categories and estimate the

atritional
value. CNN will take the pixel values ofthe imageand it will compareto approximate pixel values

and detect and classify the nutritional values to the input imageand checks whether the diabetic person should

he consume or not, if the diabetic patient should consumethe food by taking nutritional values correctlythen

the output of the nutritional value
willbe displayed on monitor. Food calorie data is to help people casily to

keep
a daily food diary and calorie count and enabling them to better control their food intake and stick to a

diet. For a diabetic patientsto know the nutritional values like calories, fats, proteins,carbohydrates. Using

these nutritional value we will maintain our health in a proper intake
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CHAPTER -9

FUTURE WORK

Ac the field of Data Sciences and Embedded Systems are vastly expanding giving room to newies, there is always a
pOSsibility

ot
improving this project using the facilities. The use ofnal Neural Networkis the basis

ofrecognition and classification of food images to discern
patterns

maccs of food.For the future work,the model is to be
developed and

implemented according to the

work and datasets as stated. We shall use Convolution Neural Networkas the algorithmto conduct the

ning and implementation of
the deep learning modelto make predictionson food nutrients

composition.

ARerdatapre-processing, the
chosen datasets,Food-101 UEC-256,and Yummly-28k,shall be used to train

model where patternsandcharacteristics ofthe food images are
distinguishedover multiplepasses of the

neural
ral network. Once that is completed, testing is done to ensure the model achieves accuracy in

prediction

and fit for deployment
in a food nutrients classifier web

application.
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